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ABSTRACT

Automatic analysis of the structure of a music piece aims to re-

cover its sectional form: segmentation to musical parts, such as

chorus or verse, and detecting repeated occurrences. A music sig-

nal is here described with features that are assumed to deliver in-

formation about its structure: mel-frequency cepstral coefficients,

chroma, and rhythmogram. The features can be focused on differ-

ent time scales of the signal. Two distance measures are presented

for comparing musical sections: “stripes” for detecting repeated

feature sequences, and “blocks” for detecting homogenous sec-

tions. The features and their time scales are evaluated in a system-

independent manner. Based on the obtained information, the fea-

tures and distance measures are evaluated in an automatic structure

analysis system with a large music database with manually anno-

tated structures. The evaluations show that in a realistic situation,

feature combinations perform better than individual features.

1. INTRODUCTION

Musical pieces typically employ a lot of repetition and variation at

different time scales: from the re-occurrences of melodic phrases

to the repetitions of musical parts of tens of seconds in length. This

holds the piece together and imposes a certain structure on it. Here,

the analysis of the structure of a musical piece means recovering a

description of the sectional form of the piece. This means recover-

ing a temporal segmentation to parts like intro, chorus and verse,

and grouping segments that are occurrences of the same musical

part. Segments that are occurrences of the same musical part are

said to belong to the same group.

Knowledge of the structure of a music piece enables several

applications. Perhaps the most obvious is a content-aware music

player which allows the user to navigate within the piece based on

the structural information [3]. Others include remixing the piece,

creating a mash-up from several pieces, or utilising the acoustic

similarity of musical part occurrences in audio coding.

Different aspects related to structural analysis have been dis-

cussed in the literature. Locating one or more of the occurrences

of the chorus section is a popular aim because usually the cho-

rus is a relatively good thumbnail or a representative sample of the

piece [3, 2, 8]. Some systems only aim to detect boundaries of mu-

sical parts [10], and some others additionally perform the segment

grouping [6].

There are some commonalities in the features used by the sys-

tems: the timbral content is often described using mel-frequency

cepstral coefficients (MFCCs) and the harmonic content with chroma.
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Some existing systems assume that the features (acoustic charac-

teristics) of a piece stay somewhat constant during each occurrence

of a musical part and change at part boundaries. Some other sys-

tems assume that during a part occurrence, the features form a se-

quence which then re-occurs when the part is repeated.

This paper considers the task of describing the whole struc-

ture of a piece including segmentation to musical parts and group-

ing the different occurrences of a part. In addition to MFCCs

and chroma, a third feature, rhythmogram, describing the rhyth-

mic content is considered. The features are compared in the task of

grouping sections that are occurrences of the same part. The statis-

tics of the features are analysed in order to obtain an algorithm-

independent view of what features are the most informative and

what time scale should be employed. The features and distance

measures are compared using a large data set of popular music

pieces with manually annotated structures.

The usefulness of each individual feature and their combina-

tions is evaluated in an automatic structure analysis system. The

analysis results allow us to determine the features and the distance

measures that contain useful information.

2. FEATURES AND DISTANCE MEASURES

As with all pattern recognition tasks, the used features are a key

factor in the overall system performance. A study of the per-

ceptual cues involved in the perception of structural boundaries

suggests that there are several factors involved, e.g., repetitions,

and changes in timbre and rhythm [1]. The features and distance

measures that are evaluated aim to address these factors: MFCCs

for timbre, harmonic content with chroma, and rhythmic changes

should become noted with the use of rhythmogram. A similar set

of features has been used earlier in [4], but the work evaluated the

performance of individual features with one distance measure.

2.1. Acoustic Features

The feature extraction starts by estimating the locations of musical

beats. This is done for anchoring the features to the time grid of

the music. Also, the beat-synchronised frames make the resulting

features tempo invariant as the frame length is adjusted along with

tempo changes. The analysis is done using the method described

in [5], with some modifications to improve the tempo stability. Af-

ter the analysis, the period of the estimated beat is halved by insert-

ing extra beats between each two found beats in order to remove

the effect of possible π-phase errors in the estimated pulse.

The general timbral characteristics of the signal are described

with MFCCs. They are calculated in 92.9 ms frames with 46.4 ms

overlap. A vector of sub-band energies at 42 sub-bands is discrete
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cosine transformed, the lowest coefficient is discarded and the fol-

lowing 12 are used as the feature vector for the frame.

Harmonic content of the signal is described with chroma. It is

calculated using the method from [9] and the same frame block-

ing parameters as in the MFCC calculation. First, the saliences of

different fundamental frequencies in the range 80–640 Hz are esti-

mated. Then the frequency scale is transformed into a musical one

by retaining only the maximum-salience fundamental frequency

component within each semitone bin. Finally, saliences of the oc-

tave equivalence classes are summed to produce a 12-dimensional

chroma vector.

The rhythmic content of the music is described with rhyth-

mogram [4]. The calculation method is modified by replacing the

perceptual spectral flux front-end with musical accent estimation

front-end from the meter analysis system [5]. The purpose of the

front-end is to produce a signal which reacts to onsets in the input

signal. The used accent signal is a by-product of the meter analysis

process and it has proved to be effective.

The rhythmogram calculation procedure is the following. First,

the mean of the accent signal is removed, then autocorrelation of

the signal is calculated in long (several seconds) overlapping win-

dows, and the autocorrelation values between 0 and 2 seconds are

retained. The values are normalised to produce value 1 at lag 0.

The length of the autocorrelation window is determined by the

time scale the feature is focused on, as will be described later.

2.2. Temporal Filtering and Self-distance Matrices

All the calculated features are transformed to beat-synchronised

time grid by calculating the mean value of the feature in each beat

frame. The resulting feature vector for the beat frame k is denoted

by fk. The same notation is used for all the features.

The use of multiple time scales has been noted to be beneficial

for structure analysis [8, 10]. The time scale of the MFCCs and

chroma features is varied by low-pass filtering the features along

time. The filter is a 2nd order Butterworth IIR filter with cut-off

frequency that determines the time scale. The filter is applied to

the feature time-series twice: forward and backward in time, in or-

der to double the filter’s magnitude response and to cancel phase

distortions. The filter cut-off frequency is ωc = 1/τ , where τ is

the time scale parameter. The filtering is not done for the rhythmo-

gram feature. Instead, the length of the autocorrelation window N
is varied depending on the inspected time scale. After the filtering,

the features are normalised to have zero mean and unity variance

over the piece.

A self-distance matrix (SDM) is used to detect repeated sec-

tions. An SDM is a square matrix with as many rows and columns

as there are frames in the signal (here, beat-synchronised frames).

Each element Dk,l = d (fk, fl) in the matrix denotes the distance

of the corresponding frames k and l in the signal calculated using

the cosine distance measure.

Figure 1 illustrates six SDMs calculated for the piece “Tuonelan

koivut” by Kotiteollisuus.1 The darker stripes directed -45 de-

grees in the right column SDMs indicate sequences that are re-

peated during the piece. There are blocks of low distance in left

column SDMs approximately at the same locations as there are

stripes in the right-hand-side SDMs. They indicate features re-

maining approximately constant during the section and its repeated

1Note that the piece was selected for illustration because the matrices
show very prominent stripes and blocks; this is not often the case.
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Figure 1: Examples of SDMs for (top to bottom) MFCCs, chroma

and rhythmogram, illustrating the formed blocks and stripes. The

matrices on the left are calculated using lower low-pass cut-off fre-

quency, while the matrices on the right are calculated using higher

cut-off frequency. All axes show time in seconds, and darker pixel

value denotes lower distance. The overlaid white grid illustrates

the annotated part borders, and the annotated part labels are in-

dicated above the top panel: intro (I), theme (T), verse (V), chorus

(C), solo (S), outro (O).

occurrences. These stripes and blocks motivate the used distance

measures between segments.

2.3. Distance Measures

Two distance measures for comparing segments sm and sn are for-

mulated. The frames of the segments define a submatrix D̃m,n of

the SDM. Block distance measure dB (sm, sn) is defined as the av-

erage element value in D̃m,n. Stripe distance measure dS (sm, sn)
is defined by calculating the path of the lowest cumulative distance

across the submatrix D̃m,n. The used local path constraint forces

the path to make one step in one or both dimensions.

3. SYSTEM-INDEPENDENT ANALYSIS OF FEATURES

AND TIME SCALES

The usefulness of the features and defined distance measures was

evaluated independently of the structure analysis system.
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Figure 2: Average stripe and block distance values for segment

pairs calculated from different features with varying low-pass cut-

off parameter τ (for MFCCs and chroma) or autocorrelation win-

dow length N in beats (rhythmogram). Each panel illustrates the

average distances between segments from the same group (�), and

from different groups (×). The error bars illustrate the standard

deviation around the mean.

3.1. Data

The proposed distance measures and temporal processing are eval-

uated using a large data set of popular music pieces with structural

annotations. The dataset consists of 557 pieces from Western pop-

ular music genre, mainly of pop/rock, but also more diverse data

such as jazz and blues are present.2 The pieces were selected to

provide a representative sample of the music that is being played

on the radio. The annotation of a piece contains temporal seg-

mentation to musical parts and labelling of the segments using the

name of the part. The annotations were done by two research as-

sistants with some musical background.

3.2. Results

Unlike earlier experiments, where the block-like properties have

been searched from SDMs from MFCCs, and stripes have been

searched from SDMs from chroma, both distance measures are ap-

plied on all three features. The parameter affecting the time scale

is varied (the low-pass cut-off with MFCCs and chroma, autocor-

relation window length with rhythmogram). The goodness of a

feature and distance measure pair was evaluated by calculating the

average distance between segments from the same group and seg-

ments from different groups in the data set. The knowledge about

the segment locations and their groupings was taken from the an-

notations.

The effect of the time scale parameter on the features is illus-

trated in Figure 2. The graphs show the overall average values for

the distance measures dS and dB calculated over the whole data

set. The larger the gap between inter- and intra-group distances is,

the better the temporal parameter value is for the distance measure.

2Full list of pieces is available at
<http://www.cs.tut.fi/sgn/arg/paulus/TUTstructure07_files.html>.
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Figure 3: Sigmoidal mapping function from distances between

segments to probability that the two segments are from the same

group. The solid lines are the estimated sigmoids. The empirical

probabilities for the stripe distance are denoted with ◦, and for the

block distances with +. The given sigmoids are from MFCCs, but

the ones for chroma and rhythmogram are very similar.

The final time scale choice for each of the features and dis-

tance measures was done by approximating the distributions of av-

erage inter- and intra-group distances as Gaussians and selecting

the time scale value that minimised the overlap between the two

distributions. This was done for each of the features separately.

The selected values for MFCC τ are 8 for dS and 64 for dB , for

chroma the values are 0.5 and 64, and the rhythmogram autocor-

relation window length corresponding 4 and 32 beat frames.

4. COMPARISON OF FEATURES AND DISTANCE

MEASURES

The practical usability of the calculated distances for segment pairs

are evaluated by using them in a structure analysis system de-

scribed in more detail in [7]. The distances are transformed to

probabilities of the two segments to be occurrences of the same

musical part p (sm, sn). This is done by fitting a sigmoidal func-

tion to the calculated distance values with logistic regression. Two

of the resulting sigmoids are illustrated in Figure 3. The proba-

bility values based on different features and distance measures are

combined by calculating a geometric mean of the probabilities in-

volved.

The analysis system creates different structural descriptions E
covering the whole piece, and evaluates the fitness of the descrip-

tions using the segment pair probabilities in:

P (E) =

M
X

m=1

M
X

n=1

A (sm, sn)L (sm, sn), (1)

where

L (sm, sn) =

(

log (p (sm, sn)) if gm = gn

log (1 − p (sm, sn)) if gm 6= gn

. (2)

The weighting factor A (sm, sn) corresponds to the number of el-

ements in the submatrix D̃sm,sn
. It is motivated by the need to

cover the whole SDM and to enable comparing descriptions with

different number of segments. gm defines the group to which the

segment sm has been assigned to, and M is the number of seg-

ments in the description. The description with the largest value of

P (E) is the analysis result. The search algorithm is omitted here

due space restrictions.

Two evaluation schemes are used. First, the segment bound-

aries are taken from the annotations, and the system has to find

the grouping. In the second, different segmentations are gener-

ated from the acoustic data using the novelty measure [2]. The

novelty measure is calculated from all features separately and then

summed.
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Different feature and distance measure combinations are tested

using 10-fold cross-validation scheme. On each iteration, 90%

of the data is used to determine the warping function parameters,

while the remaining 10% is used for testing. The presented results

are averaged over all folds.

4.1. Evaluation Measure

The used measure has earlier been used in evaluation of structure

analysis system in [6]. It considers all pairs of frames and whether

or not the frames are assigned in the same group. The metrics

are calculated from the pairs of frames that are assigned to the

same group. Recall rate Rr is the ratio of correct assignments

to assignments in the ground truth, and precision rate Rp is the

ratio of correct assignment to made assignments. F-measure is

calculated from these two as F = 2RpRr/(Rp + Rr).

4.2. Results

The evaluation of individual feature/distance pairs and of the best

combinations of 2–6 pairs are given in Table 1. The six left-

most columns indicate the used features: MFCCs (M), chroma (C),

rhythmogram (R), and distance measure: block (B), stripe (S). A

dot in the cell indicates the feature/distance was used. The three

rightmost columns give F-measure, precision and recall rates. A

performance increase of 1 percentage unit in the F-measure can be

considered to be statistically significant (p < 5%).

In the grouping task, stripe distance measure performs well:

MFCC and chroma stripes alone are better than any combination of

4–6 features/distances. This is probably because when the segment

boundaries are given, the repetitions form distinct diagonal stripes

across the submatrices. Considering the combinations, chroma

stripe, rhythmogram block and MFCC block/stripe are present,

confirming to the observations in [1]. Without a given segmen-

tation the stripe performance decreases: it still has better precision

than blocks, but worse recall rate. This means that the recurrence

stripes are not found so often. Also, combinations improve the

result over individual results. In view of the F-measure, the per-

formance of the best feature combination is similar to the results

presented in [6], although it should be noted that the data sets dif-

fer.

5. CONCLUSIONS

Three acoustic features: MFCCs, chroma and rhythmogram and

two distance measures were evaluated in the task of detecting re-

peated sections in a music piece. Moreover, the effect of focus-

ing the features on different time scales was evaluated. Finally,

a fully automatic music structure analysis system was presented

and evaluated on a large database of manually annotated popu-

lar music pieces. The results suggest that with reliable segmenta-

tion “stripe” distance measure with MFCCs or chroma work well

alone, with unreliable segmentation, combinations of features and

distance measures should be employed.
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